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Abstract

Modern HPC facilities increasingly rely on GPU-accelerated clus-
ters to drive both scientific computing and AI workloads. Perfor-
mance variability is a critical issue in these systems, undermining
efficiency and reproducibility. While prior studies have extensively
analyzed variability in CPU-centric supercomputers, large-scale
investigations on GPU clusters are lacking. To address this gap,
we set up a longitudinal experiment on Perlmutter and Frontier.
We benchmark representative HPC and Al applications and collect
detailed performance data to assess the impact of compute vari-
ability, allocated node topology, and network conditions on overall
runtime. We also use a ML based approach to identify potential
correlations between these factors and to forecast the execution
time. Our analysis identifies network performance as the dominant
source of runtime variability. These findings provide crucial insights
that can inform the development of future mitigation strategies.

1 Methodology

We conducted extensive experiments on Perlmutter at NERSC and
Frontier at OLCF. We repeatedly ran a suite of representative work-
loads to probe the systems’ performance under real-world condi-
tions. These workloads include both traditional HPC applications
(AMG2023 [4, 7], MILC[1]) and AI training tasks (nanoGPT [11],
DeepCAM[6]). By covering both MPI and NCCL/RCCL [10, 12], our
experiments stress the network in ways typical of traditional HPC
applications and modern Al workloads, respectively. We observed
substantial performance variability across runs. On Perlmutter we
observed up to 1.4X variability for nanoGPT, and on Frontier, Deep-
CAM exhibited up to 3.2X variability.

For each experimental run, we captured comprehensive perfor-
mance metrics including application runtime, network counters
[3], MPI profiles via mpiP [13] for HPC applications and using the
PyTorch Profiler [8] to profile Al applications. We also recorded
job scheduler logs to track node allocations, placement topology,
and background system load.

2 Analysis of the Data
2.1 Impact of Slow GPUs on Variability

In large-scale parallel workloads, collective communications occur
frequently, and overall performance often hinges on the slowest
GPU. We examined the correlation between application runtime
and the number of GPUs within the job’s allocation that fall into
the system-wide slowest 1% (based on GEMM performance). As
illustrated in Figure 1 (left), our analysis reveals no discernible rela-
tionship between the quantity of allocated slow GPUs and runtime.
We observed the same lack of relationship when extending this
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Figure 1: Left: Impact of the number of slow GPUs in our job’s
allocation on MILC runtime, Right: Impact of the number of
dragonfly groups on DeepCAM runtime

investigation to include the slowest 10% and 30% of GPUs. This
finding suggests that performance variability likely stems from
other factors, such as network congestion rather than from the
presence of individually slower computing elements.

2.2 Allocation Spread across Dragonfly Groups

We then investigated whether allocating a larger number of drag-
onfly [5] groups increases network hops, thereby impacting overall
network performance. As shown in Figure 1 (right), our experi-
ments show that the runtime of DeepCAM does not correlate with
the number of dragonfly groups. Although increasing the number
of dragonfly groups inherently introduces longer network paths
and potentially higher hop counts, the performance implications
are effectively neutralized in practice, demonstrating the robustness
of the underlying network hardware and software layers.

2.3 Impact of Concurrently Running Jobs

Total concurrent nodes vs. AMG2023 perf.
(Perlmutter)
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Figure 2: Left: Impact of total number of nodes allocated
to relevant jobs on performance variability. Right: Impact
of number of nodes allocated to top users on performance
variability

Here, we investigate whether the total allocated nodes from all
relevant jobs correlate with the runtime of our application. Figure
2 (left) shows that aggregate node allocation alone fails to explain



performance variations, likely due to noise introduced by low com-
munication demand tasks. To address this, we perform a refined
analysis identifying Top Users whose allocated number of nodes
correlates with our application’s runtime and who concurrently
request more than 32 nodes. Our analysis reveals that, as shown
in Figure 2 (right), when the concurrent node allocation by these
Top Users exceeds a certain threshold, our application’s runtime
consistently increases. For example, on Perlmutter, performance
degradation of at least 7% for AMG2023 occurs when Top Users
collectively occupy over 300 nodes.

3 ML-based Performance Forecasting

We used machine learning methods to investigate key factors con-
tributing to performance variability. We collected logs from multiple
runs and extracted metrics including application name, dragonfly
group placement, GEMM performance, MPI/NCCL Allreduce per-
formance, and NIC counters [3]. We used XGBoost [2, 9] regression
as our primary method, with 10% of data kept for testing and 90%
for training.

Feature Importances: On Perlmutter, hni_rx_paused_0_mean
and allreduce_2GB stand out. The first metric tracks cycles where
traffic class 0 remains paused on the receive path, suggesting the
network pushes data more rapidly than the endpoint NIC can con-
sume. Together with Allreduce performance as a proxy for overall
network performance, these features show that NIC congestion and
system network congestion are strong predictors of performance
variation.

On Frontier, 1pe_net_match_request_0_mean, atu_cache_hit
_derivativel_page_size_0_mean,and parbs_tarb_pi_non_pos
ted_blocked_cnt_mean dominate the prediction. These metrics
track requests matched on software endpoints, cache hits, and cy-
cles where the non-posted path is blocked, revealing that uneven
load with respect to data handling drives runtime variability.

Top 5 feature importances: Perlmutter (left) vs. Frontier (right)
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Figure 3: Feature importances based on XGBoost models.

Forecasting Application Performance: Our model predicts ab-
solute performance reasonably well and almost perfectly captures
performance variation trends. When including NIC counters, MAPE
decreases significantly, especially for DeepCAM. Moreover, models
trained across multiple applications exhibited advantages over indi-
vidual application models, learning common performance variation
patterns more robustly.

We consider these findings to be a major highlight of our work.
We envision that system administrators and resource managers

Wei et al.
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Figure 4: Analysis of XGBoost runtime predictions on Perl-
mutter and Frontier.

could use these predictions to schedule workloads more intelli-
gently or detect early signals of congestion. Our approach demon-
strates that even partial hardware counters and application-level
metrics can reveal critical bottlenecks in high performance com-
puting platforms.
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